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Abstract—As networked embedded systems are becoming more ubiquitous, their security is becoming critical to our daily life. While manual or automated large scale analysis of those systems regularly uncover new vulnerabilities, the way those systems are analyzed follows often the same approaches used on desktop systems. More specifically, traditional testing approaches rely on observable crashes of a program, and binary instrumentation techniques are used to improve the detection of those faulty states.

In this paper, we demonstrate that memory corruptions, a common class of security vulnerabilities, often result in different behavior on embedded devices than on desktop systems. In particular, on embedded devices, effects of memory corruption are often less visible. This reduces significantly the effectiveness of traditional dynamic testing techniques in general, and fuzzing in particular.

Additionally, we analyze those differences in several categories of embedded devices and show the resulting impact on firmware analysis. We further describe and evaluate relatively simple heuristics which can be applied at run time (on an execution trace or in an emulator), during the analysis of an embedded device to detect previously undetected memory corruptions.

I. INTRODUCTION

Networked embedded systems are becoming a key component of modern life and the interconnection among different devices and their associated online services is at the core of the so called “Internet of Things”. While it is impossible to accurately determine the precise number of such devices currently deployed worldwide, it is commonly agreed that this number is continuously growing and likely to exceed 20 billion by 2020 [39].

The rapid growth in connected devices is accompanied by an increase of their attack surface. This is especially daunting as those devices’ applications not only span consumer electronics but also encompasses the medical sector, autonomous vehicles, Industrial Control Systems (ICS) and more. Although the importance of the security of those devices is vital, recent attacks are drawing a devastating picture of reality: Malware like Mirai was attributed to puppeteer more than tens of millions devices in 2016 [31], subsystems in vehicles of notable manufactures [27], [35] as well as third party devices [17] have been proven to be vulnerable to remote attacks, and more than 1200 attacks on ICS have been observed in 2015 alone [33].

A large number of vulnerabilities found today on embedded devices can still be considered as “low-hanging fruits”, such as authentication or insecure management interfaces which could be mitigated by enhancing the awareness of both vendors and end-users. Another prevalent class of vulnerabilities that affect these devices, however, is due to programming errors leading to memory corruptions [40]. One of the most popular techniques to discover these flaws is fuzz-testing, which, unlike source code analysis and reverse engineering, is well suited for large-scale automation.

In a nutshell, fuzz-testing, or “fuzzing”, describes the process of automatically generating and sending malformed input to the software under test, while monitoring its behavior for anomalies [51]. Anomalies themselves are visible ramifications of fault states, often resulting in crashes. Over the past decade, fuzzing became a major part of software development testing as well as a very common tool for third party software security testing.

Unfortunately, while common desktop systems have a variety of mechanisms to detect faulty states (e.g., segmentation faults, heap hardening and sanitizers) and to analyze them (e.g., command-line return values or core dumps), embedded devices often lack such mechanisms because of their limited I/O capabilities, constrained cost, and limited computing power. As a result, silent memory corruptions occur more frequently on embedded devices than on traditional computer systems, creating a significant challenge for conducting fuzzing sessions on embedded systems software.

Because of the incredible importance that those systems are taking, fuzzing needs to be applied to embedded devices as it is today on software running on desktop computers. It is therefore crucial to understand the difficulties in doing so and to develop alternative ways to detect and analyze memory corruptions.

Fuzzing can be performed with or without the availability of the source code. Source code availability makes testing more efficient as memory semantics can be used to detect anomalies, for example, by using compile time corruption detection techniques. However, fuzzing embedded devices –
which lack memory protections, exploit countermeasures, and for which source code is very rarely available – becomes quite difficult. Indeed, the only way left to identify a successful memory corruption is to monitor the device to detect signs of an incorrect behavior. In this paper, we show that these “liveness” checks are insufficient to detect many classes of vulnerabilities because it is often difficult to detect in a black-box manner when the internal memory of the embedded device has been corrupted.

While the aforementioned problems certainly have influenced previous fuzzing experiments on embedded devices conducted by other researchers, up to our knowledge, they have not been independently studied to this date. In this paper we therefore make the first comprehensive analysis of the effects of memory corruptions on different categories of embedded systems. The study would not be complete without discussing possible solutions that can be adopted to mitigate this problem. In particular, we investigate a combination of (partial or full) emulation with a number of runtime analysis techniques designed to replace the fault detection mechanisms present in traditional desktop computer systems. Our experiments show that the analysis techniques we propose can detect 100% of the corrupted states triggered during our fuzzing session, and therefore can significantly improve the number of detected vulnerabilities. We also show that partial emulation significantly reduces the fuzzing throughput. However, when full emulation is possible, this setup can combine the best of both worlds and detect 100% of the corrupting inputs while improving the fuzzing efficiency beyond what could be obtained using the physical device.

In summary, in this paper we make the following contributions:

- we analyze the challenges of fuzzing embedded devices,
- we make a classification of embedded systems with respect to the difficulty of detecting memory corruptions in their software,
- we evaluate the real world effects of different memory corruptions on those classes of embedded systems,
- we describe the techniques that can be used for improving fuzzing on embedded devices,
- we present six heuristics that can be used to detect faults due to the memory corruption, when the firmware of an embedded system can be run in either a partial or full emulation environment,
- we implemented our heuristics on top of a combination of the Avatar [55] and PANDA [14] frameworks and we conducted a number of tests to show their effectiveness and their overhead in a fuzzing experiment.

II. FUZZING EMBEDDED SYSTEMS

The term fuzz-testing, or simply “fuzzing”, was first introduced in 1990 by Miller et al. [34] to describe an automated program testing technique in which the system under test was fed with random input data. Nowadays, fuzzing is one of the most prevalent techniques for vulnerability discovery and more sophisticated, or “smart”, fuzzing techniques exist to guide the test case generation process. In general, modern fuzzers can be categorized in mutation-based fuzzers [43], [56], generation-based fuzzers [4], [16] and guided fuzzers [18]–[21], [50], based on the input generation strategy.

Most of the theory behind fuzzing and most of the available fuzzing tools were designed to test software running on desktop PCs. As we will discuss later in this paper, there are a number of relevant differences that makes fuzzing embedded system particularly challenging. As those differences depends on the characteristic of the device under test, we first introduce the classification of embedded systems that we will use in the rest of the paper. We then discuss previous experiments that applied fuzz testing to different embedded devices, and finally we present the challenges encountered to apply fuzzing in this domain.

A. Classes of Embedded Devices

While a precise definition of what is an embedded system is hard to establish [22], in this paper, we adopt the widely accepted idea that embedded devices are separated from modern general-purpose computers by two common characteristics: a) embedded systems are designed to fulfill a special purpose, and b) embedded systems often interact with the physical world through a number of peripherals1 connected to sensors and actuators. The aforementioned two criteria cover a wide variety of devices, ranging from hard disk controllers to smart thermostats, from digital cameras to PLCs. These families can be further classified according to several aspects, such as their actual computing power, their unit cost, the field of usage, the extent to which they interacts with the environment, or the timing constraints imposed on the device.

Yet, these classifications tell very little about the type of security mechanisms that are available on a given device. Therefore, in this paper we divide embedded systems according to the type of operating system (OS) they use. While the operating system is certainly not the only source of security features, it is responsible for handling the recovery from faulty states, and it often serves as building block for additional, more complex, security primitives.

We separate embedded devices in the following three classes:

Type-I: General purpose OS-based devices.

General purpose Operating Systems are often retrofitted to suit embedded systems. However, in comparison to the traditional desktop or server counterparts, embedded systems typically follow more minimalistic approaches. For example, the Linux OS kernel is widely used in the embedded world, where it is typically coupled with lightweight user space environments (e.g., busybox and uClibc).

Type-II: Embedded OS-based devices.

In recent years, custom operating systems for embedded devices have gained popularity. These systems are particularly suitable for devices with low computational power, and while advanced processor features such as a Memory Management Unit (MMU) may not be present, a logical separation between kernel and application code is still present. Operating systems such as uClinux,

1Note that while embedded systems can either be self-contained or consist of several embedded devices, for the sake of simplicity, we will use the term embedded systems analogously to embedded device, as our work is focused on single devices, rather than on interconnected systems.
### B. Past Experiments

In recent years, fuzz-testing has become more and more popular as a way to test the security of embedded systems. Table I provides a short overview of some of the recent efforts in this area. These works covered different sectors, different input generation strategies, and different classes of embedded devices.

For instance, Alimi et al. [2] fuzzed parts of the MasterCard M/Chip specifications by generating test-inputs using a genetic algorithm. The authors observed that real cards would become unusable during comprehensive fuzz-testing, and therefore moved the parts under test into a simulator where they could trigger the approval of illegitimate transactions.

Some modern smart cards also contain a web server implementation. Kamel et Lanet [24] designed a generation-based fuzzer for the HTTP implementations of those web servers and were able to trigger several flaws, including errors in the smart cards. Koscher et al. [28] conducted a security test of automotive systems using fuzzing in addition to reverse engineering and packet sniffing. More specifically, the authors fuzzed packets for the CAN bus, discovering packets to unlock all doors, disable the car’s light, and permanently enable the horn. Similar results were reported in a later study by Lee et al. [30]. Hereby, random fuzzing of the data field in CAN packets led at least to observable changes in the car’s instrumentation panel.

Mulliner et al. [36] and Van den Broek et al. [52] developed several mutation-based and generational-based fuzzers which were used to test various PLCs and smart meters. The fuzzing experiments lead to the discovery of several known and unknown denial of service vulnerabilities, some leading to a completely unresponsive PLC which could only be recovered after a power cycle and a cold restart.

### C. Main Challenges of Fuzzing Embedded Devices

Based on our experience and on problems reported by other authors while conducting fuzzing experiments in previous works, we identified three main challenges that make fuzzing much more complex and less efficient on embedded devices compared to desktop systems. On top of these specific problems, embedded systems are also inheriting other challenges which are common to fuzzing in general (e.g., test case generation) but we consider them out the scope of this work.

#### [C1] – Fault Detection

The vast majority of fuzzing techniques relies on observable crashes as immediate consequences of faults occurring during a program’s execution. Desktop systems offer a variety of protection measurements which are triggering a crash upon a fault, and while some of them are designed with security in mind (e.g., stack canaries), others are inherent architecture artifacts, such as segmentation faults caused by a Memory Management Unit (MMU). Unfortunately, these techniques are rarely present (or are very

---

**Table I: Fuzzing experiments of embedded systems in the literature.**

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Sector</th>
<th>Fuzzing Approach</th>
<th>Type of Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koscher et al. [28]</td>
<td>2010</td>
<td>Automotive</td>
<td>Mutation-based, Blackbox</td>
<td>Type-I</td>
</tr>
<tr>
<td>Mulliner et al. [36]</td>
<td>2011</td>
<td>GSM feature phones</td>
<td>Generation-based, Blackbox</td>
<td>Type-II</td>
</tr>
<tr>
<td>Kamel et Lanet [24]</td>
<td>2013</td>
<td>SmartCards</td>
<td>Mutation-based, Blackbox</td>
<td>Type-III</td>
</tr>
<tr>
<td>Almgren et al. [3]</td>
<td>2013</td>
<td>PLCs &amp; SmartMeters</td>
<td>Generation-based, Blackbox</td>
<td>Type-I</td>
</tr>
<tr>
<td>Alimi et al. [2]</td>
<td>2014</td>
<td>SmartCards</td>
<td>Generation-based, Blackbox</td>
<td>Type-II</td>
</tr>
<tr>
<td>Van den Broek et al. [52]</td>
<td>2014</td>
<td>Smartphones</td>
<td>Mutation-based, Blackbox</td>
<td>Type-III</td>
</tr>
<tr>
<td>Kammerstetter al. [26]</td>
<td>2014</td>
<td>–</td>
<td>Mutation-based, Dynamic Inst.</td>
<td>Type-I</td>
</tr>
<tr>
<td>Lee et al. [30]</td>
<td>2015</td>
<td>Automotive</td>
<td>Random-based, Blackbox</td>
<td>Type-II</td>
</tr>
</tbody>
</table>

*ZephyrOS or VxWorks are examples for these systems and they are usually adopted on single-purpose user electronics, such as IP cameras or DVD players.*

**Type-III: Devices without an OS-Abstraction.**

These devices adopt a so-called “monolithic firmware”, whose operation is typically based on a single control loop and interrupts triggered from the peripherals in order to handle events from the outer world. Monolithic approaches can be found in a large variety of controllers of hardware components, like CD reader, WiFi cards or GPS dongles. The code running on these devices can be completely custom, or it can be based on operating system libraries such as Contiki, TinyOS or mbed OS 2.2. While those libraries are providing abstractions to programmers, the resulting firmware will contain both system and application code compiled together, and, thus, forms a monolithic software.

For better readability, we will use Type-I, Type-II, and Type-III interchangeably with the corresponding class names. Additionally, we will use Type-0 in order to reference to traditional multi-purpose systems.

---

2Interestingly, and despite the name, mbed OS 2 (also referenced as “mbed OS classic”) is an operating system library. Later versions, on the other hand, are actual embedded OS and would serve as building block for Type-II devices.
limited) on embedded devices. As we will describe in more
details in Section III, this poses a significant challenge for
fuzzing embedded devices.

Moreover, even when mechanisms leading to observable
crashes are in place, monitoring those crashes can be com-
pliated. In fact, while for desktop systems crashes are often
accompanied with error messages, embedded systems may lack
equivalent I/O functionalities.

As a result, a sophisticated liveness check (or probing)
has to be deployed to check the effects of the test on the
device. In general, it is possible to adopt two types of probing.
Active probing inserts special requests into the communication
to the device or to its environment. This influences the state
of the software under test – as the state of the software is
periodically checked by providing valid input and evaluating
the corresponding response. In contrary, passive probing aims
at retrieving information about the device’s state without
altering it. This could be achieved by looking at the answers
provided by the device to the test inputs or by observing
“visible” crashes.

[C2] – Performance and Scalability. In case of desktop
systems, multiple instances of the same software can easily
be started and fuzzed in parallel, e.g., via multi-processing or
virtualization. This parallelization poses a substantial challenge
when dealing with embedded devices. Obtaining a large num-
ber of copies of the same physical device is often infeasible
due to limited resources (e.g., financial), and to infrastructure
requirements such as space and power supply.

Additionally, fuzzing frequently requires to restart the
target under test in order to re-establish a clean state for
the next test case. While this is easy to achieve for desktop
systems, e.g., via virtual machine snapshots, resetting the state
of an embedded system can take a considerable amount of
time (up to few minutes), as it often requires a full reboot of
the device. This results in a considerable slow down of the
entire testing process, as we will discuss in more details in
Section VI.

[C3] – Instrumentation. While fuzzing was originally pro-
posed as a black-box testing technique, it quickly became
evident that a more clever generation and prioritization of
the input values required access to some information about
the state of the system under test. For example, it is very
popular for desktop systems to adopt a mix of compile-time
instrumentation and run-time instrumentation to collect code-
coverage information about the provided inputs and to detect
subtle corruption of the memory of the system.

Probably the most established fuzzer which uses source
code instrumentation to collect information about retrieved
code coverage is American Fuzzing Lop (AFL) [56]. Promi-
nent examples of instrumentation to detect memory corruptions
are sanitizers like AddressSanitizer [44], ThreadSanitizer [45],
MemorySanitizer [49], and UndefinedBehaviourSanitizer [11],
which also have proven to be very efficient in uncovering
vulnerabilities in combination with fuzzing [46].

While all of these components are available for the popular
compilers clang and gcc, source code is not typically
available for firmware images from embedded devices, and
in many cases its is challenging to re-compile the software.
In fact, embedded systems can span a variety of devices, each
with its own operating system, peripherals and processor –
for which a comprehensive toolchain is rarely available to the
tester. A common solution that does not require access to the
source code of the application is to resort to binary dynamic
instrumentation frameworks such as Pin [32], Valgrind [38], and
DynamoRIO [7]. AFL is also capable of retrieving coverage-
information while fuzzing binary software by adding instru-
mentation capabilities to QEMU, which has recently even be
leveraged for fuzzing full-blown Linux kernels [37].

Unfortunately, all of the above static and dynamic instru-
mentation tools are closely tied to the target operating system
and CPU architecture, and at the time of writing none of them
provides support for Type-II and Type-III embedded devices.

III. MEMORY CORRUPTIONS IN EMBEDDED SYSTEMS

In this section we investigate the effects on different classes
of embedded devices of memory corruption vulnerabilities,
a class of bugs which often leads to crashes on desktop
systems. For better readability, we first introduce a definition
for observable crash and fault states. Afterwards we will
describe our case study and the obtained results.

A. Bugs, Faults, Corruptions & Crashes

In general, both firmware and software are built to solve
specific tasks, and thus they follow a – not necessarily explicit
– specification of what they are intended to do. It is also
well known that software and firmware code can contain bugs:
errors that can bring a program into an unintended state. When
such unintended state can be exploited by an attacker, a bug
is classified as a security vulnerability.

A common class of bugs that often leads to vulnerabilities
are memory corruptions or memory errors. In particular, Van
der Veen et al. [53] differentiate between spatial and temporal
memory errors. Whereas the first type denotes out of bounds
accesses of a memory object, the second type represents
accesses to a memory object that does not exist anymore.

A memory corruption itself can cause an observable crash
of a program, whereby the program is either terminated
or some recovery procedures, such as exception handlers,
are executed. Today, many common security mechanisms –
such as stack canaries or heap consistency checks – trigger
these crashes. However, under particular conditions, we can
encounter memory corruptions which do not lead to any
observable and immediate crash of the system. We call these
cases silent memory corruptions. In a silent memory corruption
the program continues its execution and enters an unintended
faulty state.

The important consequence of silent memory corruptions
is that the actual fault might only become noticeable at a later
point in time when a certain functionality is requested or when
a particular sequence of events is received. While this may not
be considered a problem as long as the device continues
to executes, it poses a significant threat for the safety and security
of embedded devices. In fact, as soon as the system enters a
faulty state, the integrity of its operation cannot be guaranteed
anymore, and wrong data could be returned or processed at
any time.
While desktop systems are also subject to silent corruptions, those are a lot less frequent because they are deploying several lines of defenses. Indeed while those lines of defense are often in fact designed for hardening programs against attacks they also make faults more likely to lead to a crash. Those mechanisms include memory isolation, protection mechanisms, and memory structures integrity checks.

Embedded systems, on the other hand, often lack similar mechanisms. This can not only lead to devastating consequences as soon as a system interacts with the exterior world, but it also complicates the security analysis of those systems as many black box testing techniques, and fuzzing in particular, rely on observable effects to infer the state of the device.

B. Experimental Setup

In order to study how memory corruptions behave across different computing systems, we conducted a number of experiments. Our goal is to trigger the same memory corruption conditions on different systems to analyze whether they yield to observable crashes or result in silent corruptions.

For these experiments, we selected one device for each device class presented in Section II-A, and compare the results with a baseline system consisting of full-fledged GNU-Linux desktop OS. All systems are ARM-based and we recompiled each firmware image to obtain comparable results. We introduced our vulnerabilities in two popular and widely used libraries: *MBED TLS*, an SSL library designed for both embedded and desktop system, and *expat*, a popular XML parser. The two are good candidates for our experiments because memory corruptions vulnerabilities were previously publicly released in both of them, and because they are popular, open source, and present in many modern embedded devices.

To analyze their behavior in a realistic context, we chose existing Commercial Off-The-Shelf (COTS) products: a router for Type-I systems, and an IP camera for Type-II devices. We compiled our vulnerable application for those targets and then loaded it on the device. For the monolithic class, however, obtaining a COTS device with customizable firmware is difficult, as their firmware usually consists of only one custom binary blob responsible for the entire operation of the device. Therefore, we used a development board with publicly available software for peripheral interaction. For this device we included our test code in the firmware, compiled it and then loaded the firmware on the device. Table II shows a summary of our three test platforms, including information about which C library is used and whether an MMU is present. Besides the operating system, these properties mainly determine the behavior of a system in case of a memory corruption.

### Artificial Vulnerabilities

Since our focus is not the discovery of new bugs but rather the analysis of the effects of memory corruptions on embedded systems, we inserted several vulnerabilities leading to memory corruptions in our test samples. Specifically, we used stack-based buffer overflows and heap-based buffer overflows as examples of spatial memory corruptions, and null pointer dereferences and double free vulnerabilities as examples of temporal memory corruptions. Additionally, we also inserted a format string vulnerability that can either be used for information leakage or for arbitrary memory corruptions.

![Listing 1: Examples of artificial vulnerabilities.](image-url)

C. Artificial Vulnerabilities

Our approach of bug insertion was inspired by the one used in LAVA [15], i.e., we ensured that each vulnerability had its own independent trigger condition. However, as we only had to inject a limited number of vulnerabilities, we manually selected the vulnerable paths and the position of each bug. Likewise, for the purpose of our experiments we did not need “realistic” checks or path conditions particularly difficult to

Note that Cortex M-3 microcontrollers can be equipped with an optional Memory Protection Unit (MPU), which provides basic memory protections. While present on this specific Type-III device, we do not utilize its features, as this is a very common scenario and the most problematic case.
explore. Therefore, we simply added custom branches in the code that triggered the various vulnerabilities based on the length of the user-provided payload. Listing 1 shows four of the inserted vulnerabilities inside the expat library.

D. Observed Behavior

The goal of this experiment was to observe the behavior of each device after sending malicious inputs that trigger one of the inserted vulnerabilities. As expected, the software running on GNU/Linux desktop crashed each time it was provided with a malicious input that triggered the vulnerability.

However, the embedded devices were not always able to detect the fault and, in some cases, they even continued the execution with no visible effects – despite the fact that the underlying memory of the system was corrupted. To better differentiate between the different behaviors we observed in our experiments, we categorize our observations in six possible results:

[R1] Observable Crash (✓) – The execution of the device under test stops and a message or other visible effect is easily observable. In less optimal cases, no detailed information about the causes of the crash is produced (we mark these cases as opaque in Table III).

[R2] Reboot (✓) – The device immediately reboots. For Type-III devices there is no difference between a crash and a reboot because they are monolithic applications. However, for Type-I and Type-II devices a given service (e.g., a web server) can crash while the rest of the embedded system may still continue to work properly.

[R3] Hang (†) – The target hangs and stops responding to new requests, possibly stuck in an infinite loop.

[R4] Late Crash (†) – The target system continues its execution for a non-negligible amount of time and crashes afterwards (e.g., when the connection is terminated).

[R5] Malfunctioning (✗) – The process continues, but reports wrong data and incorrect results.

[R6] No Effect (✗) – Despite the corrupted memory, the target continues normally with no observable side-effects.

Immediately observable crashes and reboots (R1 and R2) are the preferred outcomes of an experiment as during a fuzzing session they allow to immediately identify the responsible input.

Hangs and late crashes (R3 and R4) can be more difficult to deal with, in particular when the crash is delayed long enough that a fuzzer may have already sent multiple other inputs to the target system and the input responsible for the corruption will therefore be difficult to identify. However, the presence of a fault is still observable in these cases. Things get even more complex when a device starts malfunctioning (R5). In this case, there are no crashes at all, but the results provided to certain requests may be incorrect. To detect this case, a fuzzer would need to know what is the correct output for each input it sends to the system – something which is very seldom the case in security testing. A possible workaround can consist in inserting between two consecutive inputs a number of functional test requests for which the output is known. However, even when this solution is sufficient to detect the malfunction, it introduces a considerable delay in the fuzzing experiment. Finally, the worst case is when the device continues its operation with no observable side effect (R6). In fact, since part of the device memory has been corrupted, there may be side-effects or unexpected behaviors in the future.

Table III shows the result of our experiments. It is clear that the fewer features are provided by an embedded platform, the less likely the system is to detect memory corruptions. An interesting observation is already the difference between a full scale GNU/Linux and an embedded Linux for heap-based buffer overflows and double free corruptions. While on the desktop system the inlined heap consistency checks provided by the standard C library are triggering a verbose crash quickly after the corruption, the embedded Linux continues and crashes at a later point in time, often just during the exit() handler.

The table also shows that corrupting inputs for Type-II and Type-III devices are very rarely triggering a crash. This provides a perfect example of how common are silent memory corruptions in real-world embedded systems.

Another important observation can be made when looking at the devices’ behavior for the format string vulnerability. Both the embedded and the full scale GNU/Linux are reporting segmentation faults, due to the attempt to access unmapped
memory. However, uClinux and the monolithic device are continuing execution, which is a result of the lack of an MMU. This shows that the MMU plays a very important role when it comes to detecting memory corruptions.

A similar behavior can be observed on the results of the null pointer dereference test. The processes running on both the GNU/Linux desktop and on the embedded Linux are correctly crashing once the program tries to write memory to the NULL-address range. With the same vulnerability, the monolithic device will continue execution although data has been written to the exact same address. In fact, as the execution of the firmware is not dependent on the content of the memory at this location, this memory corruption does not influence the behavior of the system.

The result of the same test on the uClinux system is particularly interesting: after the NULL write, the device hangs for few seconds and then reboots. This is not surprising as in uClinux the kernel is mapped in the lower part of the memory (so writing at address 0x0 corrupts kernel memory). The reboot, on the other hand, is possibly caused due to an hardware watchdog that detects the hang and automatically restarts the device as a recovery mechanism.

To summarize, while in certain conditions silent memory corruptions can occur also in traditional desktop environments, our experiments show that they are often the rule and not the exception in the embedded world. As the use of fuzzing is becoming prevalent to test firmware code for vulnerabilities, and as fuzzing is relying on observable crashes to detect bugs, the limited support for fault detection can have very severe consequences on the effectiveness of security testing for embedded devices.

IV. Mitigations

In the previous section we have seen that embedded systems come in all forms and with very different characteristics. While fuzzing a Type-I device may not present particular challenges, memory corruptions on Type-III systems rarely result in an immediate crash, imposing a significant challenge to automatically identify when a vulnerability has been triggered. So how can we fuzz devices when no reliable feedback is available? Again, the vast diversity of existing devices makes it difficult to find a general answer to this question. Therefore, in this section we present six different options that may be available to the tester and we discuss both advantages and limitations of each solution.

A) Static Instrumentation.

Prerequisites: source code and compiler toolchain

As the majority of software for embedded devices is distributed in a binary-only manner, access to the source code can be considered an exceptional case. In the rare cases in which the source code is available, proprietary toolchains are often required to recompile the firmware.

However, when testers have all the required components (e.g., if the tester is the device manufacturer) they can instrument the source code to provide better run-time information or to introduce a crash harness functionality. Typical instrumentation includes a combination of multiple techniques [46]. For example, collecting a trace of execution to measure coverage to mutate fuzzing inputs [56], adding checks for memory allocations [44], or hardening the program with, e.g., Control Flow Integrity [1]. Unfortunately, most of these tools are not yet available for embedded systems.

B) Binary Rewriting.

Prerequisites: binary firmware image, device

When only the binary firmware is available, binary rewriting can be used to instrument the code [13]. However, there are some difficulties in instrumenting the code. First, the firmware needs to be fully disassembled which can be difficult when it is provided as a raw binary [5]. Second, memory semantics, boundaries and data structures are lost in the compilation process and need to be recovered to add instrumentation. This requires a very challenging partial decompilation phase. Finally, the memory usage of embedded devices is often optimized to reduce costs, leaving little room for adding complex instrumentations.

C) Physical Re-Hosting.

Prerequisites: sources, compiler chain, different device

In certain cases, the analyst may be able to recompile the code for a different target device, for example to relocate a process from a Type-II device to a more test-friendly Type-I device or from a Type-I device to a regular Linux desktop system. This may also improve scalability, if the new device is cheaper and more readily available than the original one or if the new target is a regular computer.

However, on top of the difficult prerequisites, methods relying on this approach have another major drawback. In fact, it may be difficult to reproduce bugs found on the new target system in the original device (where they may even not be present at all due to the different architecture or due to changes introduced by recompiling the binary) and conversely, bugs that are present on the original target may not be present on the new target.

D) Full Emulation.

Prerequisites: firmware image, peripherals emulation

Images of the device firmware are often available to the analyst, either because they are extracted directly from the device or because they are obtained from a firmware update package available from the manufacturer. Costin et al. [12] and Chen et al. [8] have shown that, under certain conditions, applications extracted from Type-I firmwares can be virtually rehosted, i.e., they can be executed inside a generic operating system running on a default emulator. Likewise, the Qemu STM32 [6] project, which extends Qemu to emulate the STM32 chip, shows that when complete hardware documentation is available, with a considerable effort to implement the hardware emulation it is also possible to fully emulate Type-III firmware images.

This solution can greatly improve fuzzing. First of all, test experiments can be conducted without the presence of the physical device, thus allowing for a much greater parallelization. Second, dynamic instrumentation techniques can be easily applied and the emulator can be used to collect a
large amount of information about the running firmware. The disadvantage of this solution is that it is only applicable when all peripherals being accessed by the target are known and can be successfully emulated, which is unfortunately rarely the case. Overall, being able to run an arbitrary firmware inside an emulator still remains an open research problem.

E) Partial Emulation.
Prerequisites: firmware image, device

If full emulation remains impractical in most circumstances, a partial emulation can still provide benefit while conducting testing experiments. This approach was first proposed by Avatar [55] and Surrogates [29] for Type-III devices and then extended to Type-I systems in PROSPECT [25], [26]. The general idea behind this solutions is to use an emulator (in which the firmware code is executed) modified to forward peripheral interactions to the actual physical device. The result provides the advantages of a full emulation solution without the burden of knowing and emulating I/O operations. However, what this solution gains in flexibility it is sacrificed in performances (due to the additional interaction with the real device) and scalability (due to the current need of pairing each emulated instance with a physical device).

F) Hardware-Supported Instrumentation.
Prerequisites: device, advanced debug feature (e.g., trace capable debugging port and debugger)

If the tester has access to a physical device with advanced hardware instrumentation mechanisms (such as real time tracing), it may be possible to collect enough information to improve the fault detection during the execution of the device. For instance, chip manufacturers often embed hardware tracing features such as ARM’s Embedded Trace Macrocell (ETM) and CoreSight Debug and Trace, or Intel’s Processor Trace (PT) technologies [42]. ARM tracing mechanisms are optional components of processors (“IPs”), which may be optionally included in the processor. Multiple variants tracing exist, such as tracing only branches, all instructions, or also all memory accesses – and different techniques rely on different debug ports (e.g., dedicated trace ports, Single Wire Debug (SWD) or Single Wire Output (SWO) ports). Unfortunately, the availability of such tracing hardware is variable. In lower-end devices (typically Type-III devices), manufacturers tend not to include any tracing capabilities, because of the relatively large impact on the chip surface, and therefore on the cost, that such mechanisms would incur. Development devices may have such facilities (sometimes when the micro-controller design is tested on FPGA before manufacturing) but this is less frequent in commercial production devices. Finally, in some cases debug access may be present but not available to prevent third-party analysis.

For example, while looking for test devices to conduct our experiments we encountered devices where the tracing support was deactivated for security reasons, multiplexed on pins which are used for another purpose, not routed on the circuit board (PCB), or where the silicon supported the feature but the pins were not available. In summary, when testing real

<table>
<thead>
<tr>
<th></th>
<th>Execution</th>
<th>Register state</th>
<th>Memory Accesses</th>
<th>Memory Map</th>
<th>Annotated Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Format Specifier Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Heap Object Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Call Stack Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Call Frame Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Stack Object Tracking</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV: Deployed live analysis techniques and their requirements.

world devices, the chances of finding an available and usable hardware tracing support are quite low.

To summarize, the first three solutions (A, B, and C) require the tester to modify the firmware image, either statically through recompilation or dynamically through runtime instrumentation. Unfortunately, as we already explained above, this is rarely an option when conducting a third party security testing. At the other end of the spectrum, the last three techniques (D, E, and F) have the advantage of not requiring any firmware modification, but they require instead additional technologies (either a software emulator or an hardware tracing support) to collect information about the running firmware.

In this paper we show that this information can be used to detect the presence of faults during the execution of an embedded system, by replacing the role of memory protection or other crash harness mechanisms usually provided by the hardware or by the operating system on desktop computers. However, this require the development of dedicated analysis routines specifically designed to identify the signs of memory corruption.

V. FAULT DETECTION HEURISTICS

In this section we present a set of heuristics that we implemented to mimic existing compile-time, and run-time, techniques, and which are already able to detect all the memory corruption vulnerabilities showcased in Section III. These heuristics are inspired by techniques that have already been in use for detecting or mitigating memory corruptions in other settings, such as shadow stacks, compiler warnings for unsafe function calls, and run-time verifications as implemented by instrumentation tools like Address Sanitizer [44] or Valgrind [38].

It is also important to mention that we selected heuristics to be implementation independent, in order to not only work in a live analysis setting (as it is the case if the firmware is run in an emulator) but also to be applicable “post-mortem” on previously collected execution traces (as in the case of an

4However, only available on recent high performance processors.

5While the underlying algorithms of the heuristics are based on known principles, we implemented them as external monitors (cf. Section VI). The interested reader can find the implementations at https://github.com/avatartwo/ndss18_wycinwyc.
hardware-based tracing mechanism). As a result, they only rely on information extracted from the execution of the binary code and additional annotations provided by the analyst.

In the following we introduce briefly six heuristics and discuss their role, their limitations, and the information they require in order to be applied in our scenario.

**Segment Tracking:**
Segment tracking is possibly the simplest technique that aims to detect illegitimate memory accesses. The core idea is to observe all memory reads and writes and verify if they occur in valid locations, thus somehow imitating an MMU at detecting *segmentation faults*. This technique only requires knowledge about the memory accesses and the memory mappings of the target. Both are easily accessible in an emulator, however, when only traces are available the memory map can be obtained by reverse engineering.

**Format Specifier Tracking:**
Tracking format string specifiers is a naïve technique to discover insecure calls to `printf()`-style functions and is inspired by the `printf` protection outlined in [47]. In essence, this protection validates that the format string specifier points to a valid location upon entry in a function of the `printf()` family. In the simplest case, without presence of dynamic generated format string specifier, those valid locations would have to lie within read-only segments. All in all, this technique requires not only knowledge about the location of format handling functions, but also the register state while entering one of those functions and the argument order. Both the location of the according function and their argument order can be obtained by reverse engineering or automated static analysis of the firmware.

**Heap Object Tracking:**
This technique is designed to detect both temporal and spatial heap related bugs and is influenced by the instrumentation and run-time verification approaches presented in [44]. It achieves its goal by evaluating the arguments and return values of allocation and deallocation functions and bookkeeping the location and sizes of heap objects. This allows to easily detect out-of-bounds memory accesses or access to a freed object. However, this heuristic depends on a variety of information: executed instructions, the state of the registers, memory accesses, and knowledge about allocation and deallocation functions. The latter could be retrieved by reverse engineering, or by using advanced methods for discovering custom allocators as demonstrated by MemBrush [9].

**Call Stack Tracking:**
Call stack tracking is replicating traditional shadow stack protections [54], therefore aiming at detecting functions that do not return to the callee. This can help to identify stack-based memory corruptions that overwrite the return address of a function. It does so by monitoring all direct and indirect function calls and return instructions. However, as embedded devices are often interrupt-driven, this heuristic can lead to false negatives. Nevertheless, it is especially appealing as it requires the least amount of information: only the knowledge of the executed instructions.

**Call Frame Tracking:**
Call frame tracking is a more advanced version of the call stack tracking technique which detects coarse grained stack-based buffer overflows, without false negatives, right when they occur. In essence, stack frames are located by tracking function calls, then contiguous memory accesses are checked not to cross stack frames. Hereby, this requires to identify the executed instructions as well as register values to extract the stack pointer values upon function entries. Then, memory accesses have to be observed to detect the actual corruptions.

**Stack Object Tracking:**
Stack objects tracking consists in a fine-grained detection of out-of-bound accesses to stack variables, which is inspired by the heap object tracking approach proposed by Serebryany et al. [44]. Hereby, memory reads and writes observed during execution are checked against the individual variable size and position in the stack. Obviously, this requires to track executed instructions and memory accesses, as well as elaborate information about the stack variables. For the sake of simplicity, we use variables information which is present in debug symbols. However, in the general case, it is possible to retrieve such information in an automated manner from binary code, as proposed by several previous studies [23], [48].

Table IV lists the six presented heuristics and summarizes what type information is required for the analysis.

**VI. IMPLEMENTATION**

In the previous section we introduced six heuristics which can aid fuzzing when applied during emulation or when used to analyze execution traces. In order to show their effectiveness, we implemented them as part of distinct proof of concept trace analysis and live analysis systems. However, as the availability of hardware trace capabilities is uncommon and the live analysis scenario presents more engineering challenges, we focus our experiments on performing live detection while fuzzing a firmware that is either partially or fully emulated.

The experimental live analysis system we created combines PANDA [14], a dynamic analysis platform, and Avatar [55], an orchestration framework for dynamic analysis of embedded devices. Our implementation required modifications to both frameworks and we released both the modifications and the implemented heuristics as open source

---

6 Available at https://github.com/avatartwo/ndss18_wycinwyc.
on an emulator, by providing the possibility to automatically transfer state between device and emulator and by forwarding I/O accesses. Avatar was originally designed to use S2E [10] as backend emulator. As part of our work, we modified it to replace S2E with PANDA, as this solution allows not only to perform analysis during the execution, but also to create lightweight records of the execution which can be used to identify the root cause of a crash.

Like S2E, PANDA is based on the full system emulator QEMU and its plugin systems allows to hook various events, such as physical accesses to memory, translation, and execution of translated blocks. Additionally, the base implementation of PANDA provides already several analysis plugins, whereas one of them is of special use for our heuristics: callstack_instr. This plugin allows to register further callbacks on function calls and returns, and provides information about the current call stack, which simplify the implementation of several of our heuristics. However, as this plugin would return wrong information when the state of the application is corrupted, we only use its on_call event to detect the beginning of a function, while information of function returns are retrieved by analyzing the executed blocks.

In summary, we use PANDA to emulate the firmware and rely on its plugin system to obtain live feedback over the execution of a partial or fully emulated firmware. All this while Avatar orchestrates the execution and selectively redirect execution and memory accesses to the physical device.

State caching: Avatar also plays another important role in our system, allowing the tester to save and replay the device state after it is initialized. In fact, since the initialization procedures of embedded systems usually set up all peripherals, this phase imposes a significant overhead every time the fuzzer needs to restart the device. Moreover, these procedures involve a large amount of I/O operations that have a negative impact on the execution of a partial emulator (that needs to forward every access to the physical device). However, as long as the peripheral interaction only concerns stateless peripherals, this overhead can be removed by taking advantage of the ability of emulators to execute from an initial snapshot. Therefore, our system can benefit from the ability of Avatar to save a snapshot of the device state after the its initialization is completed and reuse it to initialize the emulator.

A. Target Setup

For our tests, we compiled the expat application presented in Section III-B for a Type-III device and conducted a number of fuzzing sessions against the target using four different configurations, covering both optimal and worst case scenarios:

- **NAT: Native.** Fuzzing is performed directly against the actual device – therefore without using any fault detection heuristic. We use this case as the baseline to compare the results of other experiments.
- **PE/MF: Partial Emulation with Memory Forwarding.** The firmware is emulated and access to the peripherals is implemented by forwarding I/O memory accesses to the actual device.
- **PE/PM: Partial Emulation with Peripheral Modeling.** The firmware is emulated and peripheral interaction is handled by mimicking peripherals behavior with dedicated scripts inside Avatar, which allows to conduct experiments without having a physical device present.
- **FE: Full Emulation.** Both the firmware and its peripherals are fully emulated inside PANDA.

For configurations PE/MF, PE/PM, and FE we use a snapshot of the device’s state taken after initialization as starting point for the emulation, as described in section VI. The execution then continues inside the emulator where we implemented the different heuristics presented in section V. To estimate the performance impact imposed by each scenario, we conducted experiments in which we selectively enable one heuristic at a time.

In all our tests, the inputs to the vulnerable software are provided on a simple textual protocol which is communicated over a serial connection. On configurations NAT and PE/MF we used the real device serial port, while in PE/PM and FE the serial port of the device is either modeled or emulated, and the input is provided to the emulator with a TCP connection and written directly in the corresponding (emulated hardware) buffer.

B. Fuzzer Setup

We built our experiments on top of boofuzz [41], an open source fuzzer and successor to Sulley [4], which is a popular Python-based fuzzing framework. Boofuzz does not only generate and send malformed inputs, but it also allows to define target monitoring and reset hooks. In comparison to its predecessor, it allows to fuzz over user-defined communication channels and provides ready implementations for both serial and TCP-connections, making it an ideal match for our evaluation purposes.

Obviously, inputs that triggers a fault introduces a larger overhead than those that do not. Therefore, to remove this bias and make sure we can compare the results of different experiments, we instrumented the fuzzer to forcefully generate inputs which would trigger one of the inserted memory corruption vulnerabilities with a given probability. We denote

\[\text{Note that we chose a Type-III device because this is the most challenging case. The intuition is that if we can detect the silent memory corruptions on a Type-III device, the heuristics are likewise suitable for Type-II and Type-I devices.}\]
this probability as $P_c$ and conducted experiments with $P_c = 0.01$, $P_c = 0.05$ and $P_c = 0.1$.

Furthermore, to better simulate a realistic fuzzing session, we added a simple liveness check for monitoring purposes: After every fuzz input, the fuzzer receives the response of the device and evaluate whether it matches the expected behavior. When the received response differs from the expected one, or when the connection times out, the fuzzer reports a crash and restarts the target. The fuzzer uses boofuzz to power cycle the physical device (NAT) or instructs the emulator to restart from the snapshot (PE/MF, PE/PM, and FE).

Note that we use the liveness checks during all experiments, even when all heuristics are enabled as there might be crashes not detected by our heuristics. However, in our experiments, with all heuristics enabled, the liveness check never detected any corruption because the heuristics of our PANDA plugins were able to detect faulty states at an earlier stage, which in turn triggered an immediate restart of the target.

C. Results

In total, we conducted 100 fuzzing sessions lasting one hour each. We monitored the number of inputs that were processed by the target ($I_{tot}$), the number of times a corrupting input was sent to a target ($I_c$), the amount of faults detected by the liveness check ($D_L$), and the number of faults detected by the heuristics ($D_H$). Additionally, we denote the number of undetected faults as ($D_U$). As a result:

$$I_c = D_L + D_H + D_U \approx I_{tot} \ast P_c \quad (1)$$

The interested reader can find the results of the individual fuzzing sessions in Appendix A, which are analyzed thoroughly in the rest of this section.

False Positives and False Negatives

Intuitively, the presented heuristics are not perfect and are likely to yield false positives or negatives. Interestingly, we observed only one case of false positives in the stack object tracking when, due to over-approximation, two consecutive memory writes to set two distinct but adjacent stack variables were falsely tagged as a memory corruption.

In general, we want to stress that false positives and negative rates are highly target- and implementation-dependent and a comprehensive analysis of those are out of scope of this work. Our goal is show the limitations of fault-detection on embedded devices and the feasibility of using heuristics to overcome this problem, rather than evaluating the effectiveness of a specific implementation.

Fault Detection

Table V shows which type of corruptions could be detected by the liveness check or by the individual heuristics. As we expected, fuzzing without any fault detection mechanism is largely ineffective. The liveness check alone was only able to detect the stack-based buffer overflow and format string vulnerability because, as we already described in Section III, these bugs result in the device hanging. All the other vulnerabilities, although they were triggered correctly by the fuzzer and they

<table>
<thead>
<tr>
<th>Liveness Check</th>
<th>Stack-based buffer overflow</th>
<th>Heap-based buffer overflow</th>
<th>Double Free</th>
<th>Null Pointer Dereference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Heuristics:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Call Stack Tracking</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Call Frame Tracking</td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>c) Stack Object Tracking</td>
<td></td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>d) Segment Tracking</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>e) Format Specifier Tracking</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>f) Heap Object Tracking</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>All</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

TABLE V: Artificial vulnerabilities discovered by the different heuristics.

resulted in a successful memory corruption, were not detected by the fuzzer.

The impact of this is shown in Figure 1, which visualizes the amount of corrupting inputs detected by the liveness check, by the heuristics (all or in isolation), or that remained undetected. A closer look at the graphs shows that the combined heuristics (rightmost bar in each group) always successfully detected all corruptions, while relying on liveness checks (leftmost bar) always left a large fraction of faults undetected. Furthermore, segment tracking, as it can both detect format string and stack based buffer overflow vulnerabilities, is superseding all detections formerly done by the liveness check. This makes sense: when the device is in a strongly corrupted state, even detectable by the liveness check, it is likely that memory accesses to unusual memory locations occurred.

Performance

Figure 2 shows the number of input values the fuzzed target was able to process during one hour fuzz sessions with different values for $P_c$. As expected, partial emulation with memory forwarding (PE/MF) is slowing down fuzz testing by more than one order of magnitude. This overhead is introduced by the communication between the firmware and the device peripherals, which results into frequent invocations of the orchestration features of Avatar. The major part of this overhead is due to the low bandwidth connection between Avatar and the physical device, which relies on a standard JTAG debugger connected via USB. Surrogates [29] has shown that this issue can be solved by using dedicated hardware, which would enable partial emulation at near-realtime speed.

Looking at the individual heuristics, we can observe that their overhead is negligible in the PE/MF scenario, where the bottleneck of forwarding of MMIO requests fully determines

\textsuperscript{3}Note that the “Combined Heuristics” consist of heuristic \textit{c-f}. Heuristic \textit{a} and \textit{b} have been disabled as they are redundant with heuristic \textit{c}.\end{footnotesize}
the speed of the fuzzing experiment. However, in scenario \(PE/PM\) and \(FE\), we can observe a considerable slowdown (between x1.5 and x6) introduced by the heuristic analysis code for \(P_C = 0\).

Another important observation is that fuzzing against a fully emulated target is significantly faster than against the physical device, as long the amount of detected corruptions is low. This is due to three main factors. First, the fact that the communication over TCP allows a higher throughput than the one over a serial port. Second, by the fact that even if the firmware is emulated, the emulator often has a much higher clock speed than (low resource) embedded devices. Third, a detected corruption is tied to a forcefully reboot of the target, which means that high \(P_C\)'s are resulting into significant time spent rebooting, rather than sending new inputs to the target.

However, the most important result of our experiments is the fact that a firmware that is executed in PANDA (full emulation) with combined heuristics enabled can be fuzzed faster than the original embedded device under realistic values for \(P_C\). While the first can detect all classes of vulnerabilities we inserted in its code, the second needs to rely on a liveness check that can only identify two of them.

VIII. DISCUSSION

The results of our experiments show that silent memory corruptions pose a predominant challenge for fuzzing embedded systems, as the majority of fuzzing solutions are relying on observable crashes. In particular, our tests emphasize three different aspects:

1) **Relying only on liveness tests is a poor strategy.**

Fuzzing embedded systems by relying solely on liveness tests for fault detection is a poor strategy that is very likely to miss many vulnerabilities. Likewise, using only a single heuristic at a time does not guarantee the detection of more vulnerabilities. Intuitively, the highest potential for corruption detection is reached by combining several heuristics.

2) **While full emulation is the best strategy, emulators are rarely available.**

Our experiments shows that, if it is possible to fully emulate the firmware of the device under test, then few selected heuristics can mitigate the lack of fault detection mechanisms. This increases the accuracy of vulnerability discovery to what we now expect when fuzzing desktop applications. While this may seem to solve the problem, full emulation is still very difficult to achieve. In particular, third party testers often lack sufficiently detailed knowledge of the hardware to implement a good emulator. Moreover, even with sufficient documentation, implementing a full emulator requires a considerable amount of manual effort.

3) **Partial emulation can lead to accurate vulnerability detection, with a significant performance impact.**

When full emulation is not possible, partial emulation can lead to the same benefits in term of accuracy, at the cost of a significant slowdown of roughly one order of magnitude. In particular, partial emulation with peripheral modeling provides an interesting trade-off between vulnerability detection and fuzz speed throughput and does neither require a sound emulator nor a physical device to be present. Moreover, this setup allows to parallelize
A further advantage of our emulation-based approach is that PANDA could also be used to record and replay the execution, which largely simplify the followup analysis to identify the root cause and possible impact when a vulnerability is detected.

Another interesting observation is that liveness checks often detect crashes due to a timeout, which significantly slows down the fuzzing experiment. In an optimal setup, where live heuristics are able to detect the majority of corruptions, the liveness check could be omitted, which could result into a significant performance improvement. This is conceptually demonstrated in Figure 3 for a simplified scenario where processing the liveness-check and processing the fuzz-input is taking the same computation time.

Finally, while our results directly impact the performance of fuzzing embedded systems, this work also applies to binary symbolic execution on embedded devices firmware (e.g., as described in [55]). An important problem of symbolic execution is the state explosion problem: with a sufficiently complex program and symbolic input the symbolic execution can rapidly reach a very large number of states which exhaust resources or takes indefinitely long time to complete. Typically, state exploration will continue until a terminating condition is found. Therefore, if the corruptions are not promptly detected, the symbolic execution could spend a significant amount of time computing useless states.

IX. LIMITATIONS

The aim of this work is to study the problem of silent memory corruptions in embedded systems and explore possible solutions. Since other aspects of fuzzing, such as the generation of inputs to discover vulnerable paths, are not specific to our domain and do not affect our study, we relied on artificial bugs to have a better control over the experiments.

Omitting real vulnerabilities from our tests may raise the question whether the insights of this work are applicable in a real world scenario. We believe this to be the case, as our work points out a fundamental (and poorly understood) limitation of the way we test embedded systems today, which is independent from the position of the vulnerabilities in the code and from the way such vulnerabilities are triggered. The behavior we observe and analyze mainly depends on the platform (OS, hardware) and how the program was compiled (which countermeasures). The only changes when migrating from an artificial test scenario to real world software are the observed false positive and negative rates of the individual heuristics, which are, as pointed out in Section VII-C, highly implementation-specific.

Furthermore, while we initially describe several options, we then focused our study on emulation-based approaches to tackle silent memory corruptions. However, despite the increasing amount of research dedicated to this topic, the ability to fully emulate arbitrary firmware images is still an open problem. Therefore, the solution we discuss in this paper may not be applicable to all scenarios and all embedded system devices. In conclusion, our work raises awareness about the impact of silent memory corruptions on fuzzing, provides the building blocks to solve this problem, and will hopefully stimulate new research in this important direction.

X. CONCLUSION

In this paper, we explored the challenges in fuzzing embedded devices. We classified the types of devices and the types of memory corruption effects – which can either be observable or silent. We pinpointed that one of the predominant issues are silent memory corruptions. Silent memory corruptions are not specific to embedded systems. However, desktop system have a variety of protection mechanisms which are turning the majority of silent corruptions into observable crashes, while those mechanisms are often lacking on embedded devices. Hence, we studied the effects of silent corruptions on different classes of embedded devices. We evaluated a variety of approaches to mitigate this issue, and implemented a system based on Avatar and PANDA, which implements six different live analysis heuristics for partial and full emulation. We conducted experiments with this system which indicates that live analysis can improve fuzzing of embedded systems. Finally, this work shows the importance of having good emulators. Therefore, we hope that our results will stimulate more research in both improving the construction of emulators for embedded devices and in fuzzing such devices.
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### Appendix A: Number of inputs sent to the target during a fuzzing session $I_{tot}$ and vulnerability detection efficacy $D_{tot}$ for different corruption probabilities $P_C$ in the four target setups Native (NAT), Partial Emulation with Memory Forwarding (PE/MF), Partial Emulation with Peripheral Modeling (PE/PM) and Full Emulation (FE).

<table>
<thead>
<tr>
<th>$P_C$</th>
<th>NAT</th>
<th>PE/MF</th>
<th>PE/PM</th>
<th>FE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{tot}$</td>
<td>$D_{tot}$</td>
<td>$I_{tot}$</td>
<td>$D_{tot}$</td>
<td>$I_{tot}$</td>
</tr>
<tr>
<td>No Heuristic</td>
<td>–</td>
<td>14269</td>
<td>–</td>
<td>166</td>
</tr>
<tr>
<td><strong>Individual Heuristics:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Call Stack Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>b) Call Frame Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>c) Stack Object Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>d) Segment Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>e) Format Specifier Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>f) Heap Object Tracking</td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td><strong>Heuristics c,d,e,f</strong></td>
<td>–</td>
<td>–</td>
<td>166</td>
<td>–</td>
</tr>
<tr>
<td>No Heuristic</td>
<td>43%</td>
<td>12681</td>
<td>100%</td>
<td>165</td>
</tr>
<tr>
<td><strong>Individual Heuristics:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Call Stack Tracking</td>
<td>–</td>
<td>–</td>
<td>50%</td>
<td>165</td>
</tr>
<tr>
<td>b) Call Frame Tracking</td>
<td>–</td>
<td>–</td>
<td>0%</td>
<td>166</td>
</tr>
<tr>
<td>c) Stack Object Tracking</td>
<td>–</td>
<td>–</td>
<td>50%</td>
<td>165</td>
</tr>
<tr>
<td>d) Segment Tracking</td>
<td>–</td>
<td>–</td>
<td>50%</td>
<td>166</td>
</tr>
<tr>
<td>e) Format Specifier Tracking</td>
<td>–</td>
<td>–</td>
<td>33%</td>
<td>163</td>
</tr>
<tr>
<td>f) Heap Object Tracking</td>
<td>–</td>
<td>–</td>
<td>0%</td>
<td>166</td>
</tr>
<tr>
<td><strong>Heuristics c,d,e,f</strong></td>
<td>–</td>
<td>–</td>
<td>100%</td>
<td>166</td>
</tr>
<tr>
<td>No Heuristic</td>
<td>39%</td>
<td>9663</td>
<td>14%</td>
<td>163</td>
</tr>
<tr>
<td><strong>Individual Heuristics:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Call Stack Tracking</td>
<td>–</td>
<td>–</td>
<td>77%</td>
<td>159</td>
</tr>
<tr>
<td>b) Call Frame Tracking</td>
<td>–</td>
<td>–</td>
<td>55%</td>
<td>164</td>
</tr>
<tr>
<td>c) Stack Object Tracking</td>
<td>–</td>
<td>–</td>
<td>33%</td>
<td>162</td>
</tr>
<tr>
<td>d) Segment Tracking</td>
<td>–</td>
<td>–</td>
<td>66%</td>
<td>165</td>
</tr>
<tr>
<td>e) Format Specifier Tracking</td>
<td>–</td>
<td>–</td>
<td>33%</td>
<td>164</td>
</tr>
<tr>
<td>f) Heap Object Tracking</td>
<td>–</td>
<td>–</td>
<td>87%</td>
<td>162</td>
</tr>
<tr>
<td><strong>Heuristics c,d,e,f</strong></td>
<td>–</td>
<td>–</td>
<td>100%</td>
<td>165</td>
</tr>
<tr>
<td>No Heuristic</td>
<td>40%</td>
<td>7067</td>
<td>41%</td>
<td>158</td>
</tr>
<tr>
<td><strong>Individual Heuristics:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a) Call Stack Tracking</td>
<td>–</td>
<td>–</td>
<td>33%</td>
<td>161</td>
</tr>
<tr>
<td>b) Call Frame Tracking</td>
<td>–</td>
<td>–</td>
<td>50%</td>
<td>161</td>
</tr>
<tr>
<td>c) Stack Object Tracking</td>
<td>–</td>
<td>–</td>
<td>33%</td>
<td>162</td>
</tr>
<tr>
<td>d) Segment Tracking</td>
<td>–</td>
<td>–</td>
<td>66%</td>
<td>164</td>
</tr>
<tr>
<td>e) Format Specifier Tracking</td>
<td>–</td>
<td>–</td>
<td>27%</td>
<td>159</td>
</tr>
<tr>
<td>f) Heap Object Tracking</td>
<td>–</td>
<td>–</td>
<td>64%</td>
<td>161</td>
</tr>
<tr>
<td><strong>Heuristics c,d,e,f</strong></td>
<td>–</td>
<td>–</td>
<td>100%</td>
<td>165</td>
</tr>
</tbody>
</table>